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Abstract

The FAA is currently in the process of developing a strategy for the imptatios of the
Aeronautical Mobile Airport Communications System (AeroMACS) in the NatiAirapace
System (NAS). AeroMACS networks will provide high-data-rate commuwicaitin the airport
environment in support of Next Generation Air Transportation System (NextGen)iopgra

At the request of the FAA, the MITRE Corporation’s Center for Advanced Aviaticiei8ys
Development (MITRE/CAASD) has provided technical inputs to the AeroMACSgirat
development team, and performed technical analyses of AeroMACS scenariosaidigses
will provide inputs for future channelization planning activities, and will fatéithe definition
of use cases for Concept of Operations (CONOPS) development. MITRE/CAASBdas a
performed an analysis to identify potential NextGen Operational Imprenvtsnthat AeroMACS
networks could support.

This report documents our contributions, analyses, and findings.
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1 Introduction

The Federal Aviation Administration (FAA) is considering the implementaif wireless
broadband networks in support of Next Generation Air Transportation System (NextGen)
operations. These broadband networks are denoted as the Aeronautical Mobile Airport
Communications System (AeroMACS) and will provide high-data-rate conuations in the
airport environment.

The FAA is currently in the process of developing a strategy for the imptetioa of
AeroMACS in the National Airspace System (NAS). At the request of the BFFRAMITRE
Corporation’s Center for Advanced Aviation System Development (MITRE/TNAfBS
provided technical inputs to the AeroMACS strategy development team, and perfecmeddl
analyses of AeroMACS scenarios. These technical analyses will provids fopiuture
channelization planning activities for AeroMACS, and will facilitate thenitedn of use cases
for AeroMACS Concept of Operations (CONOPS) development.

MITRE/CAASD has also performed an analysis to identify potential GextOperational
Improvements that AeroMACS networks could support.

This report documents our contributions, analyses, and findings.

In Section 2, our contributions to the development of a strategy for the implementation of
AeroMACS are presented. Our inputs included the description of the AeroMACS diaatian
process, the description of the AeroMACS spectrum allocation process, and netwotioe
considerations.

In Section 3, our analysis of potential NextGen Ols that AeroMACS networks could sigpport
discussed. The NAS Enterprise Architecture framework was used for tlgsisinia this

context, the corresponding Solution Sets and Implementation Portfolios for theedentif
NextGen Ols that AeroMACS could support are also included.

In Section 4, our analyses of AeroMACS scenarios are presented. The developedssaeda
theoretical interference analyses are discussed. An initial frarkdar AeroMACS network
performance analysis is developed and presented in this section. This franmseusa# to
analyze a set of ten (10) AeroMACS simulation scenarios, and simulatidts r@sd findings
are presented.

In Section 5, we describe the AeroMACS link performance modeling and simulatiaityaatid
its results. This effort provides a detailed characterization of the propagatnnel in the
airport environment and its impact on AeroMACS link performance. Simulation raseilts
presented for all modulation and coding schemes, and the findings from this eftdsioare
discussed.

In Section 6, a summary of our findings is presented, and potential areas of futureework a
identified.
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2 Contributions to AeroMACS Strategy

As part of our Fiscal Year 2014 AeroMACS-related activities, we have prowedbdital inputs
for the development of a strategy for the implementation of AeroMACS in the foljcaveas:

» Description of the AeroMACS Standardization Process

» Description of the Spectrum Allocation Process for AeroMACS
* AeroMACS Channelization

* Network Evolution Considerations

In addition, we have provided comments to the overall Strategic Plan. They haaeltessed
and incorporated in the April 2014 document on this topic.

In this section we present inputs in the areas of AeroMACS Standardization, andA&80M
Spectrum. Earlier revisions of these inputs have been provided to the FAA tgdnGar
earlier inputs also included descriptions on the technical analyses of Aei®lgégbarios in
support of future AeroMACS channelization planning activities. These topics willdoe loked
in detail in Section 4, and are not presented here. We conclude this section with a short
description of Network Evolution Considerations.

2.1 Description of the AeroMACS Standardization Process

At the World Radiocommunication Conference in 2007 (WRC-07), the International
Telecommunication Union (ITU) added an Aeronautical Mobile (Route) Se&MéER)S)

frequency allocation for the 5091-5150 MHz band on an international basis [2]. This worldwide
frequency allocation is provided for airport surface communications dealing Wty aad

regularity of flight, and the AeroMACS networks are being considered foptingose.

AeroMACS networks are intended to support Air Traffic Services (ATS)in&ilDperations
Control (AOC) and Airport Communications Services. AeroMACS is envisioned foryuse b
mobile and fixed users on the airport surface.

Following the approval of the frequency allocation at WRC-07 for airport surfac
communications in the 5-gigahertz (GHz) band, standardization activitiesfoMAES started
in 2009 with the formation of the RTCA Special Committee 223 (SC-223) [3] and European
Organization for Civil Aviation Equipment (EUROCAE) Working Group 82 (WG-82). In
addition to the activities in RTCA and EUROCAE, standardization activitieslsmeaking

place in the International Civil Aviation Organization (ICAO).

 The AeroMACS Profile was completed in 2011. It was developed collaboratively by
RTCA SC-223 and EUROCAE WG-82 to ensure international interoperability. Hdeas
published as RTCA DO-345 [4].

* The Minimum Operational Performance Standards (MOPS) document was cahlyyiete
RTCA SC-223 and has been published as RTCA DO-346 [5].

* The AeroMACS Standard and Recommended Practices (SARPs) document is being
developed by ICAO [6, 7].

The AeroMACS standardization process is illustrated in Figure 2-1.
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WRC-07 ITU AM(R)S
Frequency t [ AeroMACS Standardization Activities |
Allocation

in the 5 GHz band | RTCA 5C-223 | | EUROCAE WG-82 J [ ICAQ |
\ ’ )

& &

| AeraMACS Profile |

‘ AeroMACS SARPs

| AeroMACS MOPS |

¢

\

|

IEEE 802.16-2009 — N\ WiMAX Forum

Standard V (Commercial) Profile

Figure2-1. AeroM ACS Standar dization Activities

AeroMACS is based on the IEEE 802.16-2009 stanf@rd he standard identifies many
options available for implementation. In order thigve equipment interoperability from
different manufacturers, the WiIMAX Forum has deyeld commercial profiles that support
specific options of the standard.

As shown in Figure 2-1, an AeroMACS Profile docuineas developed jointly by RTCA and
EUROCAE as part of this standardization processs Phofile document specifies features and
technical characteristics tailored for the avia@mvironment, and supports frequencies in the
aeronautical spectrum in the 5 GHz band.

With respect to spectrum channelization, the Aer@\®AProfile stipulates that these networks
will use a 5-MHz channel bandwidth (BW), and theg teference center frequency is 5145
MHz. Therefore, within the 5091-5150 MHz band thare eleven (11) channels. No
guardbands have been specified between these ¢bhammshown in Figure 2-2, and described
in the AeroMACS Profile and the AeroMACS SARPs.

TR T |

5091 5095 5100 5105 5110 5115 5120 5125 5130 5135 5140 5145 5150

BW =5 MHz
Figure 2-2. AeroMACS Fregquency Channelsin the 5091-5150 MHz Band

The preferred center frequencies have been idedtifi increments of 5 MHz, decreasing from
5145 MHz. The corresponding center frequency vahidsn the 5091-5150 MHz band are also
shown in the figure.

In addition, the AeroMACS Profile Working Group hdefined preferred center frequency
assignments for the entire 5000-5150 MHz aeronalubiand to facilitate any future changes in
allocations, as shown in the Profile document.

In parallel with standardization activities thagidify technical characteristics for AeroMACS,
regulatory activities are also taking place. Anroi@w of the frequency allocation process is
described next. Additional regulatory activities atso discussed.

2-2



2.2 Description of the Spectrum Allocation Process for AeroMACS

As described in Section 2.1, an AM(R)S allocation was made at WRC-07 for the 5091-5150
MHz band on an international basis. This allocation is for use by systems operating i
accordance with international aeronautical standards limited to surfaceatippb at airports,

for communications dealing with safety and regularity of flight. AeroMACS ordsvare being
developed to provide airport surface communications to support these aeronauticatiapglic
Additional AM(R)S allocations to support AeroMACS could also be allowed on the basis of
national regulations.

In the United States, frequency allocations are identified in the Nationa, Vettoth is

composed of the Federal and Non-Federal Tables of Frequency Allocations. €had Fable is
managed by the National Telecommunications and Information AdministratidA) ] and

the Non-Federal Table is managed by the FCC. Both Federal and Non-Fedsralilibe

allowed on a primary basis in the 5091-5150 MHz band. Therefore, allocations will be made in
both the Federal Table and the Non-Federal Table of Frequency Allocations.

One significant regulatory outcome was achieved by the FAA in 2013. ForaFaders, the
FAA was granted NTIA Stage 4 (Operational) Certification of SpecBupport for AeroMACS
in the 5091-5150 MHz band. Both an AM(R)S allocation and an associated Fixed Service
allocation were granted by NTIA [10].

 The AM(R)S allocation is for transmissions between AeroMACS base sté@8s3 and
mobile stations (e.g., aircraft and other appropriate vehicles on the airpoce¥urfa

» The associated Fixed Service allocation for AeroMACS is in support ofattata links
between AeroMACS base stations and stationary stations. Such statiotiang stae
supporting AM(R)S and could transmit various type of sensor data such as: AirgaceSur
Surveillance Capability (ASSC) data, Airport Surveillance Radar (AGR), @r Airport
Surface Detection Equipment Mode X (ASDE-X) data.

o0 The fixed allocation was added by NTIA to simplify frequency assignments.

o Itis made for systems operating in accordance with ICAO standaritksdita
surface applications at airports (i.e., AeroMACS fixed users), for commigmisat
dealing with safety and regularity of flight.

Therefore, the NTIA Certification allows access for both fixed and mobileM&CS Federal
users in the 5091-5150 MHz band. It also allows for flexibility in future frequersigraments
in the band. Similar action by the Federal Communications Commission (FC@wdal non-
federal use is expected in the near future.

For Non-Federal users (e.g., airlines), authorization to access the 5091-5150 MHzdunid ne

be received from the FCC. The FCC rulemaking process needs to be undertaken, and the Code of
Federal Regulations Title 47 Part 87 needs to be updated to include rules for these new
aeronautical systems for surface applications at airports (i.e., Aer&IAC

This frequency allocation process for AeroMACS is illustrated in Figt8e
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Figure 2-3. AeroM ACS Frequency Allocation Process

Network Evolution Considerations

The topic of AeroMACS network evolution arose dgrieam discussions on AeroMACS
strategy development. We provided the followinguingn this topic in the context of the need to
accommodate a gradual network evolution:

There could be situations in which new AeroMACSrssaser types and/or applications
could be added to the network over time. To thempossible, network design should
take into account forecasts of the potential uaetsapplications. It should provide for
the flexibility and scalability needed such thatliag) users and/or applications can be
gradually accommodated.

Besides continuous monitoring of network perfornggranalysis and/or simulations will
be needed periodically to reassess if the currewtark configuration can accommodate
updated forecasts and newly identified users, typers and/or applications. Analysis
results could indicate that the network configunatneeds to change to accommodate
changes in traffic (for example, new base statemias and/or frequency channels might
be needed). As the network configuration evolvesyork planning and optimization
activities would be needed to ensure that all tsguirements are met.



3 Analysis of NextGen Operational Improvements

The Operational Improvements (Ols) identified in the NAS Enterprise teathre (EA) [11]
were studied to determine if AeroMACS could be used in the implementation of the
improvements. An Ol, as described in the NAS EA framework, represents a steatizgty for
service delivery to improve NAS operations and move towards the NextGen vision.

The Ols that could potentially use AeroMACS networks are listed in Table 3-1. SraeOl
grouped by Solution Set as shown in [11]. Solution sets [12] are defined by NextGen &in‘cont
interdependent projects that work together to provide capabilities to targetegtasps and
areas.” Capabilities that are well-defined are grouped into impletimengeortfolios. The use of
portfolios to implement NextGen capabilities is beneficial as Next&#amiintegrated effort,
rather than a series of independent programs” as described in [13]eXt@en Implementation
Plan [14] identifies eleven portfolios:

* Improved Surface Operations

* Improved Approaches and Low-Visibility Operations
* Improved Multiple Runway Operations
* Performance-Based Navigation

* Time-Based Flow Management

» Collaborative Air Traffic Management
» Separation Management

* On-Demand NAS Information

* Environment and Energy

» System Safety Management

* NAS Infrastructure

The implementation portfolio that contains each of the Ols that potentially coukEtsRIACS

is shown in Table 3-1. Since AeroMACS is envisioned to be deployed on the airport surface, it i
unsurprising that the majority of the identified Ols are part of the Improvddcgudperations
portfolio.
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Table 3-1. NAS EA Olsthat AeroMACS could Support

NAS EA
Ol ID NAS EA Ol Name Portfolio

Solution Set: Increase Flexibility in the Terminal Environment
0I1-103207 | Improved Runway Safety Situational Awasnfor Controllers Improved Surface Operations
0I1-103208 | Improved Runway Safety Situational Awasnfor Pilots Improved Surface Operations
01102408 00 Suisce Sttt o ot Servie Prockind Vel e
01-102406 | Provide Full Surface Situation Informatio Improved Surface Operations
0I-107202 | Low Visibility Surface Operations ImpralvBurface Operations
0I-102138 | Expanded Radar-like Services to Secondlapprts Unassigned
Solution Set: Increase Arrivalg/Departuresat High Density Airports
0I1-104209 | Initial Surface Traffic Management ImpedvSurface Operations

0I1-104206 | Full Surface Traffic Management with Gannfiance Monitoring Improved Surface Operations

Solution Set: Transform Facilities

OI-102155 | Remotely Staffed Tower Services Impro8edace Operations

0OI1-102156 | Automated Virtual Towers Unassigned

Solution Set: Reduce Weather | mpact

01-103121 | Full Improved Weather Information andd@isiination NAS Infrastructur

Solution Set: Improve Collaborative Air Traffic Management (ATM)
01-103305 | On-Demand NAS Information On-Demand NArmation

For the identified Ols, AeroMACS networks could transport various types of datasuch
* Sensor data from airport surface sensors back to a central location, such as:
0 Weather data from new or upgraded sensors
0 ASDE-X and/or ASSC sensor data
o Video data
o Data from other sensors
* 4D weather data to the cockpit
* Updates to aeronautical databases
» Data from emergency vehicles, and/or other airport surface vehicles
» Data from systems onboard aircraft

Additional details of the Ols and how AeroMACS could potentially be used in supporting the Ol
are described in Appendix A.
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4 Analyses of AeroMACS Scenarios

This section describes the technical analyses adMACS scenarios performed as part of this
effort. Findings from these analyses will provideuts to future channelization planning and
will facilitate the development of use cases fdufa AeroMACS CONOPS activities.

Figure 4-1 shows an overview of these analyses.

Inputs from:
AeroMACS Profile
Co-channel [ \
AeroMACS SARPs loteaforance Pe’;lfzt:r‘;(:':ce e L
ADeV:/:ZgS (CC”. Develop Simulations Assumptions
ITU-R EnE Analysis AeroMACS & Develop
Recommendations ::> Scenarios for Scenarios for Additional
Theoretical Adjacent . 8 Link Layer .
Simulations Y Scenarios
Analyses Channel Simulations
AeroMACS MOPS '”te("/f\ecf ?)”Ce
Analysis
IEEE 802.16-2009
Standard
- Future steps

Figure 4-1. Overview of Technical AeroMACS Analyses

As shown in the figure, for the analyses describdtlis section, we used inputs from the
following standard documents: the AeroMACS Proflg the draft AeroMACS SARPs [6, 7],
the AeroMACS MOPS [5], the Institute of Electri@ald Electronics Engineers (IEEE) 802.16-
2009 Standard [8], and various ITU Radiocommunicasector (ITU-R) Recommendations.

4.1 AeroMACS Technical Characteristics

AeroMACS networks will use the physical layer clwaesistics of the Orthogonal Frequency
Division Multiple Access (OFDMA) implementation detbed in the IEEE 802.16-2009
Standard [8].

The following assumptions are used for the analgessribed in this section:

« The subchannel allocation with Partial Usage ofchabnels (PUSC) is used, since it is
mandatory for the OFDMA frame.

* The frame structure is Time Division Duplex (TDD).
» The channel bandwidth is 5 MHz, as described iniGee.

AeroMACS users could be aircraft, vehicles, angirsors on the airport surface. An
AeroMACS user is also denoted as a subscriber(8hij.

The term Forward Link (FL) is used to describelthk from the BS to the SU, and can be used
interchangeably with the term Downlink (DL) used&p. The term Reverse Link (RL) is used
for the link from the SU to the BS, and can berctt@nged with the term Uplink (UL) used in
[8]. AeroMACS physical layer parameters are showimable 4-1.
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Table4-1. AeroMACS Physical Layer Parameters

OFDMA PUSC
Implementation
Parameters Forward Link | Reverse Link

Channel BW (MHz) 5

Fast Fourier Transform (FFT) Size ) 512

Sampling Factor (n) 1.12

Sampling Frequency (F(MHz) 5.6

Subcarrier Spacing\f) (kilohertz (kHz)) 10.94

Cyclic Prefix Ratio (G=J/Ty) 1/8

Orthogonal Frequency_Division Multiplexing 102.9

(OFDM) Symbol Duration (J (us)

Frame Duration gz (ms) 5

Number of OFDM Symbols/Frame ghbw) 48

Number of Data Subcarriers (M) 360 272

Number of Subchannels 15 17

4.1.1 AeroMACS Interference Rejection Parameters

The Draft AeroMACS SARPs identifies the minimum rejection for adjacemingia in terms of
Bit Error Rate (BER) measurements as follows:

«  AeroMACS minimum rejection for the first adjacent channel, measured at BER
level for a victim signal power 3 dB higher than the receiver sensitivity, [shdl0 dB for
16-Quadrature Amplitude Modulation (QAM) R=3/4.

«  AeroMACS minimum rejection for the first adjacent channel, measured at BER
level for a victim signal power 3 dB higher than the receiver sensitivity, @l dB for
64-QAM R=3/4.

* AeroMACS minimum rejection for the second adjacent channel and beyond, measured at
BER=10° level for a victim signal power 3 dB higher than the receiver sensitivity, shall be
29 dB for 16-QAM R=3/4.

* AeroMACS minimum rejection for the second adjacent channel and beyond, measured at
BER=10° level for a victim signal power 3 dB higher than the receiver sensitivity, shall be
24 dB for 64-QAM R=3/4.

In the descriptions above, and throughout the document, we refer to the coding ratesusing th
notation R. For example, a coding rate of 3/4 is described as R=3/4.

The IEEE 802.16-2009 standard describes the definitions and measurement method for channel
rejection, and also identifies the minimum rejection values as described abmggetHdse

values, the definitions, and measurement method, we determined the frequency+stepende
rejection (FDR) parameter values for 16-QAM R=3/4 and 64-QAM R=3/4. These aakies
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shown in Table 4-2. FDR is a measure of the rejection of an unwanted transmisoemi
spectrum produced by the receiver selectivity curve.

Table4-2. Aeeo0M ACS FDR Parameters

Modulation and FDR for Af =+5 MHz (first FDR for Af =+ 10 MHz (second
Coding Scheme adjacent channel) adjacent channel) and beyond
16-QAM R=3/4 27 dB 46 dB
64-QAM R=3/4 27 dB 46 dB

For the theoretical analyses and simulations presented in this sectionp wssaise the same

FDR values for the other modulation/coding schemes specified in the AeroMAGIS, prbfch

are: Quadrature Phase Shift Keying (QPSK) R=1/2, QPSK R=3/4, 16-QAN Rarid

64-QAM R=1/2. Therefore for all modulation and coding schemes, the FDR value fasthe fi
adjacent channel is 27 dB, and the FDR for the second adjacent channel and beyond is 46 dB.

In addition, we used the AeroMACS emission mask [4], and the FDR values discussed above,
and derived an example AeroMACS receiver selectivity mask that would mesetEDR
values. This is described in Appendix B.1.

4.1.2 AeroMACS Interference Considerations

There is a need to develop a methodology to assign frequency channels for AeroMACS a
airports. Current ICAO draft guidance material on AeroMACS identifiesieed to minimize
interference in AeroMACS networks and contains three recommendations on thisgopic, a
shown below:

* Recommendation 1: “In order to contain interference between AeroMACS cells and due
to AeroMACS TDD nature, it is necessary that all BSs installed at todraene shall be
synchronized with Global Positioning System (GPS) time or any other ¢tioneeshaving
equivalent performance as GPS.”

* Recommendation 2: “As part of AeroMACS cell planning and in order to limit co-
channel interference at an aerodrome, it is necessary that sufficientdiséparation shall
be kept between cells or sectors operating at identical frequencies.”

* Recommendation 3: “To optimize AeroMACS performance, AeroMACS cell planning
shall take into account the appropriate distance separation between cellnguerati
adjacent channel frequencies.”

Based on Recommendation 1, and given that AeroMACS networks use TDD, we assuthe that a
BSs within an airport have the same frame structure (i.e., all BSs ttangh@ same portion of

the TDD frame), and that all BSs within an airport are synchronized in terimsiof t
transmissions/receptions. This is further discussed and illustrated in treeogan.
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4.1.3 Propagation Channel Characteristics

The propagation channel characteristics used in the theoretical analyseshensimulations
performed as part of this work are described in [15], and are based on measurerfeenisger

in the aeronautical environment in the 5 GHz band. The path loss equation and the distribution of
time-delayed multipath components were described in detail in [15] for the NeoHsgight
(NLOS)-Specular (NLOS-S) propagation regime. We denote this model as @8-Nlmodel.

The path loss exponeni)(is used to determine the average total power as a function of range, so
that the average received power (in dBm) typically varies as ld@(distance). For the NLOS-S
model, a path loss exponent of about 2.3 was estimated, the Rician K factor is large, and the
delayed multipath components are relatively small.

The path loss equation (including the shadowing effect) is described as:

PL(d) =PL(d)+ X, (4-1)
where:

PL(d) = PL(d,) +10nlog,,(d /d,) (4-2)

where:

PL(d) = average path loss at distarnce
d = distance between a transmitter and a receiver

do = reference distance up to which the path loss variation with distance is that of
free space loss (i.e1,= 2)

The path loss exponent)(is 2.3 and the distancig is 462 meters (m). THeL(dy) parameter is
about 3 dB above the free space loss at distdpc€he parameteXo describes the shadowing
component; it is a zero-mean Gaussian random variable (in dB) with the standatidrdevia

The parameter is 5.3 dB. Details of the multipath characteristics of the model are discussed in
Section 5.

4.2 Theoretical Interference Analyses for AeroMACS

Theoretical analyses were performed in order to identify the main factommpact co-channel
interference (CCl) and adjacent-channel interference (ACI) in Ael©SlAetworks. They are
the focus of this section, as shown highlighted in orange in Figure 4-2.
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Analysis

IEEE 802.16-2009
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Future Steps

Figure 4-2. Focus of this Section: Theoretical I nterference Analyses

As part of this effort, we also present the tradeoffs between coverageenferamice in cellular
networks, and describe the differences between typical cellular networks enMAKES
networks in terms of their propagation conditions.

4.2.1 Development of an AeroMACS CCI Scenario

Figure 4-3 shows a CCI scenario for AeroMACS, in which two BSs in an airport usanttee
frequency channel denoted as®n the FL, transmissions from B® AC, using frequency
channel | are also received by ACGommunicating with BSon the same frequency channel.
Since AG is communicating with BS any signals it receives from B&present co-channel
interference since they are not intended for AdDd because they use the same frequency
channel E



lllustration of co-channel interference on the forward link (FL)

FL == (BS — MS transmissions)

Frequency Channel: I:i RL == (MS — BS transmissions)

Note: This figure shows aircraft as AeroMACS users for illustration purposes.
AeroMACS users include sensors, vehicles, and aircraft.

Figure4-3. CCI Scenario for AeroOMACS

Similarly, on the RL, transmissions from A® BS using frequency channel, are also
received by BSwhich is communicating with ACon the same frequency channel. Since IBS
communicating with Ag any signals it receives from A@epresent co-channel interference
since they are not intended for B&nd because they use the same frequency channel F

For the analysis of this scenario, we assume thAeeoMACS BSs within an airport have the
same frame structure (i.e., all BSs transmit insiéi@e portion of the TDD frame) and are
synchronized in terms of their transmissions/raoegt This is shown in Figure 4-4.

On the FL, both BSs transmit during the same pomiothe frame. During that time, users listen
to BS transmissions, and do not transmit, as sheiimthe red X's in the figure.
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Figure 4-4. TDD Synchronization for a CCl AeroMACS Scenario

Similarly, on the RL, during the second part of THeD frame, BSs listen for users’
transmissions, and do not transmit, as shown ih kel X’s in the lower part of Figure 4-4.

4.2.2 Development of an AeroMACS ACI Scenario

Figure 4-5 shows an AeroMACS ACI scenario, in whielo BSs in an airport use adjacent
frequency channels denoted asud Fj. On the FL, transmissions from,B& AC, using
frequency channel,Fare also received by ACommunicating with BSon frequency channel
F. Since AG is communicating with BS any signals it receives from B&present adjacent
channel interference since they are not intended@.
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lllustration of adjacent channel interference on the FL .
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Note: This figure shows aircraft as AeroMACS users for illustration purposes.
AeroMACS users include sensors, vehicles, and aircraft.

Figure4-5. ACI Scenario for AeeoOMACS

Similarly, on the RL, transmissions from A® BS using frequencyFare also received by
BS: which is communicating with ACon frequency channel.FSince B is communicating
with AC3, any signals it receives from A@epresent adjacent channel interference.

As in the CCI scenario, we also assume that albM&CS BSs within an airport have the same
frame structure and are synchronized in termseaif thansmissions/receptions. This is shown in
Figure 4-6 for this ACI scenario.
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Figure 4-6. TDD Synchronization for an ACI AeroMACS Scenario

4.2.3 Input Parameters for AeroMACS Theoretical Scenarios

The following parameters identified in Table 4-8 ased in the theoretical analyses presented in
this section.

Table 4-3. Base Station and Subscriber Unit Par ameters

Parameter Value
BS Transmitter PowgdBm) 20
BS Cable Loss (dB) 3
BS Maximum Antenna Gain (dBi) 14.5
SU Antenna Gain (dBi) 6
Receiver Noise Figure (dB) 8
Receiver Implementation Loss (dB) 5
Receiver sensitivity (dBr) -89.4

Note 1: The BS antenna pattern derived based oarR®endation
ITU-R 1336.3 [16] is shown in Appendix B.

Note 2: The receiver sensitivity is based on [8]@FPSK R=1/2.
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4.2.4 Interference Threshold Considerations

At the time of the theoretical interference analysis, an initial ertenice threshold parameter
was identified for AeroMACS networks in the March 2014 draft AeroMACS SARPS s
interference threshold was described in the context of the AeroMACS equipméinigmee
specified performance requirements while operating in an interferenceraneint. The
interference environment was defined as “causing a cumulative relainge in receiver noise
temperature ofAT/T) of 25%".

(AT/T) can be used to derive the allowable interference-to-noise (I/N) ratio aNdifeRise,
which are typical interference-related parameters used in wirel®gsrke.

Allowable (1 /N) = 1OI0910[A_|_—TJ (4-3)
Noise Rise QOIoglo(%j (4-4)
Therefore:

Allowable (I /N) <-6dB

and
Noise Rise<1dB
for (AT/T) < 25%

For this discussion, we assume that the noise rise is due to AeroMACS-to-Ae®OMAC
interference. If other sources of interference are also considered, théowleel #AeroMACS-
to-AeroMACS interference would be smaller (i.e., only a portion of the totafentace).
Therefore the theoretical co-channel and adjacent channel distances waouid Iped¢arger than
the values calculated as part of this analysis.

In performing this analysis we observed that the initially identifiedfertence thresholtiN is
quite low (i.e., -6 dB). In typical cellular networks, larger I/N raticsencountered (i.e., larger
interference is allowed in the network). In allowing larger interfereeneld, the coverage areas
of individual BSs is reduced, which increases the number of BSs needed to cowar argav
(therefore larger cost). However, increasing the number of BSs alsasasrtéhe network
capacity in a given area, so more users/applications can be supported. Thiigathesin in
Figure 4-7.

Individual
Interference Number of Network
Level 4 “>|  BS (el = BSs 4 = Capacity 4

coverage |,
\ 4 \ 4

Cost 4 Number of
users/applications 4

Figure 4-7. Interference Tradeoffsin Cellular Networks
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Figure 4-8 further explores the tradeoff betweenititrease in interference levels and the
reduction in cell coverage (cell range). As thewaHblel/N ratio increases, the percentage
reduction in cell range increases, therefore thevidual cell coverage decreases.

1 00 T T ) T T T T T T T T T T T T T T T T
Path Loss Exponent: 2.3
Path Loss Exponent: 3.1

S0 Path Loss Exponent: 4.1 ]
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T

Figure 4-8. Impact of Interference on Cell Coverage

Figure 4-8 also illustrates the impact of the ifgence on cell coverage for various propagation
channel characteristics. The propagation channtblerairport environment [15] is characterized
by a smaller path loss exponent (ireaf 2.3) than the typical cellular environment wdealues

of n larger than 3 are encountered. For the sidWeatio, the reduction in cell coverage (due to
interference) is larger in an AeroMACS network thai typical cellular network.

Given the tradeoffs described above, and the petgagchannel characteristics in an airport
environment, we have performed parametric analgtes-channel and adjacent channel
interference scenarios. In these analyses, wearsaug allowabld/N ratios and evaluate their
impact as shown next.

4.2.5 Co-Channel Interference Analysis

For this analysis we consider a scenario with ts Bsing the same frequency channgl. (R
Figure 4-9, we show users (i.e., SUs) in orangmgigerved by BS The co-channel interfering
BS is also shown. The geometry of the problem toutate the interference observed at a SU
from the interfering base station (gS) is also shown. The co-channel interference aStie
and the correspondirigN depend on the offset angke)(and the distance between theB%
and the SU.
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Figure 4-9. Co-Channel Interference Scenario

Analysis results are shown in Figure 4-10, in whtod distance separation is calculated as a
function of the offset anglep] for various allowabl&/N ratio values. In describing the results of
this analysis we use the term BS (instead of B&#ggefor brevity. We refer to the illustrated BS
sectors (in purple) that use the same frequencyreidF,).

Theoretical Dist. Separation vs. Offset Angle for a Co-Channel Scenario
15 T T T T T T T T T T T T T T T T T
: I/N =-6dB
====|/N=-3dB

d(BS, o SU) (k)

0 i i I i i i i 1 i I i i 1 P 1 i kbt
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180
Offset Angle (deg.)

Figure 4-10. Co-Channdl Interference Analysis Results

Forl/N= -6 dB it can be seen that large distances armgeteleetween an interfering co-channel
BS and any SU in the coverage area of, B#3he interfering BS points towards the areaared
by the BS. If the interfering BS points away from the areaered by B then the interfering
BS could be closer to the SUs served by.B®erefore the co-channel BSs (i.e., BS sectors)
themselves can be closer to each other if thepairging away from each other.

Figure 4-10 also shows that as the allowaNeratio increases, for any given offset angle, the
required distances between an interfering co-cHd®end a SU in the coverage area 0§ BS
decrease. This also means that the co-channell@8selves can be closer to each other if the
allowablel/N increases.
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It should be noted that the results shown in Figure 4-10 are obtained for a BS effective
isotropically radiated power (EIRP) of 31.5 dBm, which is below the maximumedl @&
EIRP of 39.4 dBm (described in the draft SARPs [7]). This BS EIRP also assumibe thaiver
transmitted by the BS sector is 20 dBm, as shown in Table 4-3. If we considerB®jadRP
values, the needed co-channel distances will be larger than shown in Figure 4all0/Mor
values).

4.2.6 Adjacent-Channel Interference Analysis Results

For this analysis we consider a scenario with two BSs using adjacent freghancels. BS
uses frequency channel &nd the interfering BS uses an adjacent frequency chanhein(F
Figure 4-11, we show users (i.e., SUs) in orange, being served)bySadjacent channel
interfering BS is also shown. The geometry of the problem to calculaitetéinierence observed
at a SU from the interfering base station (B9 is also shown. The adjacent channel
interference at the SU, and the correspondidgiepend on the offset angle)(@and the distance
between the BRerand the SU.

e
D d\BS\nterf'SU\ A
/N —%

Figure4-11. Impact of Interference on Cell Coverage

SU

Analysis results are shown in Figure 4-12, in which the distance separatitoulated as a
function of the offset anglep] for various allowabl&/N ratio values. As in the co-channel
analysis, in describing the results of this analysis we use the term B&dingtBS sector) for
brevity. We refer to the illustrated BS sectors (in purple and green) thiiteuadjacent
frequency channels;land F.

For allowabld/N= -6 dB it can be seen that an interfering adjacent-channel BS can beogery cl

to any SU in the coverage area ofyB&ven if the interfering BS points towards the area covered

by the BS. This means that BS sectors on adjacent channels could be located at neighbfor sites. |
the interfering BS sector points away from the area covered gy the interfering BS

sector could even be at the same BS (site).
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Theoretical Dist. Separation vs. Offset Angle for an Adj. Channel Scenario
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Figure 4-12. Adjacent Channel Interference Analysis Results

Results in Figure 4-12 show that adjacent-chametference has much less impact than co-
channel interference. In addition, as the allow#éiNeatio increases, for any given offset angle,
the required distances between an interfering adfachannel BS and a SU in the coverage area
of BS, further decrease.

As with Figure 4-10, the results shown in Figurg&2are obtained for BS EIRP of 31.5 dBm,
which is below the maximum allowed BS EIRP of 3@Bm. If we consider higher BS EIRP
values, the needed adjacent channel distancebeMidirger than shown in Figure 4-12 (for all
I/N values).

4.2.7 Summary of Findings from the Theoretical Analyses

Theoretical analyses presented in this sectionvallious to identify factors that impact CCIl and
ACI, and evaluate their impact for given scenaridsese factors are:

* The interference threshold (based on allow#bleatio)
* Propagation channel characteristics in an airgorirenment
« BS EIRP and antenna patterns

We used a BS EIRP of 31.5 dBm, which is below 3B (the maximum value specified in the
SARPSs). This facilitates the use of lower co-chdu(aed adjacent channel) separation distances.

We also observed that channelization planning ®mMACS has specific constraints not

encountered in a typical cellular-type deploymeninarily because of the different propagation
channel characteristics.
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The theoretical results presented in this section can be interpreted as apgurimgmate upper
bounds on required separation distances for a given scenario because:

 The AeroMACS network was assumed fully loaded

* The propagation model used was based on the average path loss.
o No fading was considered in the interference calculations
0 No clutter or building effects were considered

It is expected that fading and/or building effects would further reduce thdatalt interference
levels. Therefore, the co-channel and adjacent channel separation distancesoneeded t
specifiedl/N thresholds could be smaller than those shown in Figures 4-9 and 4-11.

We have also noted that the use of/Ahrequirement or target for channelization planning
would need further specificity. Because maximum allowéblavas derived in the context of
receiver susceptibility in the draft SARPS, a description(aé observed at an AeroMACS user)
could be:

Nco-1 Nadj Nnadj
=Y P, +> P, +> P, +loter (4-5)
j:]_ k=1 1=1
where:

Nco= number of co-channel BS sectors

Nadj = number of BS sectors on adjacent channels

Nnadj= number of BS sectors on second adjacent channels (or beyond)
Note: bineris Non-AeroMACS interference and was not part of this analysis.

Discussions are ongoing in AeroMACS standardization activities regattignuse of an
interference threshold parameter for channelization planning. The anaéyfasned in this
section, including the tradeoffs in terms of individual BS coverage vEMwslues, and the co-
channel and adjacent channel analyses could provide further inputs for consideratiam in thes
discussions.

It should also be noted that the carrier-to-interference-and-noise rati®@d more
commonly used metric in designing terrestrial wireless networks. Thigcnsetlescribed in
detail in the next section.

4.3 AeroMACS Network Performance Simulations

AeroMACS network performance simulations are highlighted in orange ind~giB, and are
the focus of section. An important goal for this effort was the development on an initial
framework for network performance analysis in an airport environment.slisetion we
describe the main activities performed for the development of this frameWwertevelopment
of 10 initial simulation scenarios, and the use of the framework in analyzingsttessarios.
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Figure 4-13. Focus of this Section: Network Performance Simulations

4.3.1 Main Activities for AeroMACS Simulations
The main activities identified for developing the framework are:
» Develop an initial set of simulation scenarios in an airport environment.

o ldentify and characterize potential AeroMACS users such as: sensoraftaand
vehicles on the airport surface.

o Consider generic data rate requirements for each user type as initial imgutker to
develop the methodology.

o Configure the propagation channel characteristics for an airport environment. The
propagation model used in this effort is based on measurements in the 5 GHz band at
US airports [15].

» Evaluate the impact of various channelization schemes in an airport environment on
network performance.

o Perform Carrier-to-interference-and-noise ratio (CINR) studies.

= In this report we use the term CINR. The term signal-to-interference-asé-noi
ratio (SINR) is also used in the literature in this context.

o Perform data traffic simulations.
=  Monte Carlo simulations with the initial characteristics for users arsdrdsds.

While the analysis framework itself is tool-independent, a planning/optimnzedol is needed
to implement the scenarios and perform the simulations. The CelPlAmReuio Frequency
(RF) Planning tool was used for the simulations discussed in this section. The rthew®of is
changing to CelDesignBf [17], however our current version of the tool uses the name
CelPlannef™.

We performed the activities described above, and following this introductory sohsae will
present our scenarios, simulation results, and findings. They provide inputs for AeroMACS
channelization planning and for future CONOPS development.
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4.3.2 AeroMACS Simulation Scenarios

Ten simulation scenarios have been developed and analyzed. These scenarios drasi8cite
to Sc10, and their characteristics are presented in Table 4-4.

Table 4-4. AeroM ACS Simulation Scenarios

Number of Number
Scenario Frequency Number of of Number of
Name Channels Sensors | Vehicles | Aircraft
Scl 3 40 40 100
Sc2 3 40 40 150
Sc3 3 40 40 200
Sc4 7 40 40 100
Sch5 7 40 40 150
Scb6 7 40 40 200
Sc7 11 40 40 100
Sc8 11 40 40 150
Sc9 11 40 40 200
3 40 N/A N/A
Scl0
7 N/A 40 200

The number of sensors, vehicles and aircraft on the airport surface are shoampleexised
to build the analysis framework. Parameters from [18] and [19] have been used &tegtreer
example values used to characterize airport surface aircraft and vetriafficr

A generic set of BSs have been placed at a sample airport in the NAS, thé Nibeey
International Airport (EWR). The generic set consists of a total of fige btations (with 14
base station sectors), as shown in Figure 4-14.
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Morphology Types
Open water
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Emergent Herbace
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Streets
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Developed, Open
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Developed, High
Airport Terminal
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Confiqure

Figure 4-14. Generic AeroMACS BS Configuration at EWR Airport

The propagation channel characteristics for th@oairenvironment have been configured for the
simulation scenarios analyzed as part of this effidre propagation model used is based on
measurements in the 5-GHz band at US airports g}, described in Section 4.1.3. The
following additional factors are also considered:

* The impact of buildings/clutter data is includes,saown in the figure.

» The impact of fading effects on AeroMACS signalsalso analyzed. The log-normal
shadowing is included, as described in SectiorB4The Rician fading is also considered for
the modeling of multipath, as discussed in Sedsion

4.3.3 Simulation Results for Scenarios 1t0 9

As shown in Table 4-4, for scenarios 1 to 9, theesfrequency channels (as described in the
corresponding channel plans) are used to carrytdstes to and from all user types identified
for these scenarios (i.e., sensors, aircraft, @micles).

4.3.3.1 Network Performance Studies

Various types of performance studies can be peddrfar a given scenario including Received
Signal on the FL, Received Signal on the RL, CINRIee FL, CINR on the RL, and others.

We have performed such studies, and in this repeifiocus on the FL CINR results. We present
FL CINR results for the various channelization e¢guafations. In this section we discuss the FL
CINR results for aircraft users, and in AppendixwB present the FL CINR results for sensors
(i.e., fixed users).
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For all studies presented in this section we asdhatehe BSs are configured with multiple
input multiple output (MIMO) Matrix A on the FL arttiat all users (i.e., aircraft, vehicles or
sensors) have two receive antennas each. Thiggooation is described in the AeroMACS
profile as one of the potential configurations A@roMACS networks, and it is discussed in
detail in Section 5.

Figure 4-15 shows a channelization configuratiotinwhree (3) frequency channels being shared
by the five BSs. As shown in the figure, one fragryechannel is used at each BS sector. Figure
4-16 shows the FL CINR results for aircraft userthwhis channelization configuration. This
configuration is used for Scenarios 1 to 3 in Table

Figure 4-15. Frequency Plan with 3 Channels
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Figure4-16. FL CINR Resultsfor Aircraft Usersand a 3-Channel Configuration

Figure 4-17 shows a channelization configuratioth\geven (7) frequency channels being
reused among the five BSs. As shown in the figoine, frequency channel is used at each BS
sector. Figure 4-18 shows the FL CINR results foraft users with this channelization
configuration. This configuration is used for Saeéos4 to 6 in Table 4-4.

Figure 4-17. Frequency Plan with 7 Channels
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Figure4-18. FL CINR Resultsfor Aircraft Usersand a 7-Channel Configuration

Comparing the results from Figure 4-18 with theulssfrom Figure 4-16, it can be seen that
better CINR results are obtained using a configomawith 7 frequency channels than one with 3
frequency channels. For example, larger areasum &hd green are seen in Figure 4-18 than in
Figure 4-16. Larger CINR values correspond to higlaga rates being experienced by
AeroMACS users (i.e., aircraft in these examplergs). In a 7-channel configuration each
channel is used only twice in the airport, versgbannel being reused 4 or 5 times in the 3-
channel configuration. Lower co-channel interfeee(end also lower adjacent-channel
interference) on the FL generates better CINR te$ot the 7-channel configuration.

Figure 4-19 shows a channelization configuratioth il frequency channels being reused
among the five BSs. As shown in the figure, ongdency channel is used at each BS sector.
Figure 4-20 shows the FL CINR results for aircreders with this channelization configuration.
This configuration is used for Scenarios 7 to Jable 4-4.
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Figure 4-20. FL CINR Resultsfor Aircraft Usersand an 11-Channel Configuration
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Comparing the results from Figure 4-20 with theulssfrom Figure 4-18, it can be seen that
slightly better CINR results are obtained usingafiguration with 11 frequency channels
compared to a configuration with 7 frequency chésiria an 11-channel configuration some of
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the channels are used twice and some are used only once among the BS sectarponttiie a
the 7-channel configuration each channel is used twice. This means that (Slayehyco-
channel interference (and also lower adjacent channel interference)kindbeurs in the 11-
channel configuration, which generates slightly better CINR results fdrtohannel
configuration.

4.3.3.2 Data Traffic Simulations

Data traffic simulations have been performed for the scenarios describdaleri4a For a
given user type, the same generic data rates have been used in all scémes@dala rates
have been used to facilitate the development of a framework for AeroMACS netwlysissna
and are shown in Table 4-5. Data rates for sensors are based on data ratesstimASSC
sensors that take into account future needs. These estimates are 64 kbps fastoanssom the
FL and 350 kbps for transmissions on the reverse link [20].

Future work should consider applying the framework to implement various applicati@afor
user type and analyzing network performance in supporting them.

Table 4-5. Generic Data Ratesfor AeroMACS Users

Generic Data Rates per User

Max. FL Data Max. RL Data
User Type Rate (kbps) Rate (kbps)
Aircraft 150 400
Vehicle 64 64
Sensor 64 350

Two quality of service (QoS) classes have been used in the analyzed scenfadiosva:
» Unsolicited Grant Service (UGS) for sensors (fixed users)

o] This QoS class supports real-time transmissions of fixed-size data packets
a periodic basis.

= Each user can transmit at a fixed data rate, and the BS grants network
resources for these transmissions automatically (i.e., the user does not
need to request them).

= However, if insufficient capacity exists in the network at a given time
to provide this data rate, the user would not be served.

* Extended Real Time Polling Service (ErtPS) for aircraft and vehiclebkilgnusers)

0 This QoS class supports real-time transmissions of variable-size ditdspac
on a periodic basis.

= Each user can transmit periodically, and the BS grants network
resources for these transmissions automatically.

= The resources allow for a variable data rate, instead of a fixed data rate
(as used for UGS). This means that users could be served at lower data
rates in capacity-constrained situations.
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In addition, priorities for data traffic were also used in the simulationsstied in this section.
The highest priority was given to sensor data, followed by aircraft datahan followed by

vehicular data.
The following additional assumptions were also used in the simulations:

* The same set of 5 BSs (14 BS sectors) have been maintained for all runs

* Only one frequency channel was used at each BS sector, even when the number of
frequency channels used in the analysis was increased from 3to 7 to 11

o Future studies will also consider multiple frequency channels at a giveed@&
» For each scenario, 1000 Monte Carlo simulation runs were performed
* For each scenario, we used 40 sensors and 40 vehicles transmitting data on the airport
surface. The number of aircraft participating in the analysis was \agisdown in Table 4-
4,

The total offered load for the various scenarios is shown in Table 4-6. This is treeriotait of
data traffic available for transport over the AeroMACS network for theseugascenarios. As
the number of aircraft participating in the simulation increases, the offeaddlso increases as
shown in the table. This total load includes the data traffic available for transpoth
directions (i.e., FL and RL).

Table 4-6. Total Offered Load for the Various Simulation Scenarios

Number Total
Number of of Number of | Offered
Scenario Name Sensors | Vehicles | Aircraft |Load (Mbps)
Scl, Sc4, and Sc7 40 40 100 76.7
Sc2, Scb, and Sc8 40 40 150 104.2
Sc3, Sc6, and Sc9 40 40 200 131.7

Figure 4-21 shows simulation results in terms of the percentage of the tetebldtiad that was
served in a given scenario, as a function of the total offered load and considering theafumbe

frequency channels used in that scenario.
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Figure 4-21. Served Data Traffic Simulation Resultsfor All Users

Figure 4-22 shows simulation results in terms of the percentage of the combinafd and
vehicular offered load that was served in a given scenario, as a function oétloéféred load
and also considering the number of frequency channels used in that scenario.

100.0%
©
g 90.0%
& 80.0% =
2 70.0% o —4—3 Channels
3 60.0% \\\-ﬁ —@—7 Channels
3 -‘3 50.0% e 11 Channels
< - 40.0%
k] 30.0%
T 20.0%
3 10.0%
X 0.0%

50.0 70.0 90.0 110.0 130.0 150.0
Total Offered Load (Mbps)

Figure 4-22. Served Data Traffic Simulation Resultsfor Aircraft and Vehicular Users

Figure 4-23 shows simulation results in terms of the percentage of sensed tdged that was
served in a given scenario, as a function of the total offered load and also considerunglibe
of frequency channels used.
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Figure 4-23. Served Data Traffic Simulation Resultsfor Sensors

The following observations can be made by analyzing the results shown in Fidlirés 4-23:

» As the data traffic needed to be supported by the network increases (i.e., & loHer
increases), the network becomes congested, and a smaller percentagecoédised data
traffic (i.e., offered load) can be supported at any given time.

* Increasing the number of frequency channels from 3 to 7 allowed an increase of about
7% in total throughput, as shown in Figure 4-21. This result applies to the setup used in the
analyzed scenarios where each BS sector used one frequency channel.

(0]
(0]

Interference was reduced by increasing the number of available freqpremoels.

Figure 4-22 shows that the increase in throughput is observed primarily for the data
traffic for mobile users. For these users, the ErtPS-type QoS allowsifbleadata
rates. Such users could then take advantage of network resources becomabtgavail
even if the data rates are lower than the maximum sustained rates.

The increase in number of frequency channels from 3 to 7 (and also to 11) has almost
no impact on the sensor data traffic being served by the network, as shown é Figur
4-23. In our analyzed scenarios, it is assumed that sensors require fixed data rate
(i.e., sensors use UGS-type Qo0S). The additional network resources becoming
available may not be sufficient to provide the full data rates needed to inttrease
number of served sensors.

Additional BSs or the use of multiple frequency channels at existing BSs dye like
needed for further throughput improvement.

* Increasing the number of frequency channels from 7 to 11 increased total throughput by
less than 1%. This result also applies to the setup used in the analyzed scenagiesgher
BS sector used one frequency channel.

(0]

(0]

The interference reduction obtained by further increasing the numbegoéfrey
channels from 7 to 11 was limited, because the reuse of channels among the BS
sectors was fairly low even for the scenario with 7 channels.

Additional BSs or the use of multiple frequency channels at existing BSs dye like
needed for further improvement.
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4.3.4 Simulation Results for Scenario 10

Scenario 10 uses one set of three (3) frequenayneiato carry data traffic to and from sensors,
and a different set of seven (7) channels is useditry data traffic to and from aircraft and
vehicles. This was shown in Table 4-4, and is shewth one additional column on the total
offered load in Table 4-7.

Table4-7. AeroM ACS Simulation Scenario 10 Char acteristics

Number of
Scenario | Frequency Number of |[Number of | Number of |[Total Offered
Name Channels Sensors Vehicles Aircraft |Load (Mbps)
3 40 N/A N/A 16.6
Sc10
7 N/A 40 200 115.1

4.3.4.1 Network Performance Studies

Figure 4-24 shows a channelization configuratiothwhree (3) frequency channels being reused
among the five BSs.

Generic
sensor

locations

(in green)

5l .
\# %
A 0\ )

Figure 4-24. Frequency Plan with 3 Channelsfor Sensors

Frequency channels 9, 10, and 11, are reused athem3fS sectors at EWR, and carry data
traffic to/from sensors. The generic locations40rsensors are also shown (in green).

Figure 4-25 shows FL CINR results for this charzalon configuration and for sensors as
users.
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Figure4-25. FL CINR Resultsfor a 3-Channe Configuration for Sensors

Comparing the results from Figure 4-25 with theulssfrom Figure 4-16, it can be seen that
better CINR results are obtained for sensors thaaifcraft users, using similar 3-channel
configurations. This is because sensors use dratantennas, while aircraft use
omnidirectional antennas with lower antenna gainesa

For aircraft and vehicular users, a channelizatmmfiguration with seven (7) frequency
channels was used. This was shown in Figure 4-4& .AINR results for aircraft users have been
presented in Figure 4-18. For brevity, those figuaee not repeated here.

4.3.4.2 Data Traffic Simulations
Data traffic simulations have been performed fagréeio 10. Simulation results show that:

* 100% of the sensor offered load was supportechierscenario in the performed
simulations.

* 61.2% of the combined aircraft and vehicular offiel@ad was supported using the plan
with 7 frequency channels being used to carry tthaia traffic.

0 This compares favorably with the 58.4% of the cambiaircraft and vehicular
offered load that was supported for Scenario Shicivall users (i.e., including
sensors) shared the 11 frequency channels.

The following observations can be made from anatythe data traffic simulation results for
Scenario 10:

* Using 3 frequency channels (among the same set BElsectors) to support the sensors
(i.e., fixed users) provided sufficient throughputerve all these users.

o Additional fixed users/applications could also bpported using these 3 frequency
channels.
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* Using 7 frequency channels (among the same set of 14 BS sectors) to support #ne mobil
users (i.e., aircraft and vehicles) did not provide sufficient throughput even without
supporting any sensor data traffic.

o It should be mentioned that the sensor data traffic represents only about 12% of the
overall total traffic for all considered users.

o Additional BSs or the use of multiple frequency channels at existing BSs to support
mobile users are likely needed for further throughput improvement.

Potential advantages of using a configuration as described in Scenario 10 include:

» Separate fixed user data traffic could be better planned by taking into aqoecifits
requirements that such applications may have.

* BS placements/orientations could be optimized for such fixed users.

Potential disadvantages of using a configuration as described in Scenario 1Q include
» Utilization of certain frequency channels could be less optimal.
* More complex network architecture which could result in higher cost.

The use of pre-emption should also be evaluated, perhaps as an alternative iorsearat
traffic.

4.3.5 Summary of Findings from AeroMACS Network Performance Simulations

Our findings from the network performance simulations presented in this sectioa can b
summarized as follows:

* AeroMACS frequency planning at a given airport needs to take into account tifecspe
airport configuration.

» The use of digitized buildings/clutter information in the airport allowed for refigee
same frequency channel among multiple BS sectors at the same airpgoetdonsidered BS
configuration.

o Both desired signals and interfering signals are experiencing losses due t
signal blockages and multipath in the environment. Therefore:

= A frequency channel could be reused in specific BS configurations.

= Anincreased number of BSs would be needed due to reduced
coverage by a given BS.

* Itis important to identify the quality of service requirements for the agipits that the
network needs to support, in order to select the appropriate QoS classes to meet these
requirements.

0 In the scenarios analyzed we considered two QoS classes: unsolicited grant
service, and extended real-time polling service.

o The IEEE 802.16-2009 standard identifies additional QoS classes with less
stringent requirements: real-time polling service, non-real-time gollin
service, and best effort. These additional QoS classes should also be studied in
future scenarios for suitability in supporting specific AeroMACS apjtinat
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* A framework for network performance simulations for AeroMACS was developed and
applied to analyze scenarios with various channelization schemes. In theseoscwe used
the same set of 14 BS sectors, and one frequency channel at each BS sebiseFor t
scenarios we observed the following:

0 As the data rate needed to be supported by the network increases (i.e., the
offered load increases), the network becomes congested. This impacts the
network performance for both fixed and mobile users.

= In particular, for fixed users (i.e., with UGS QoS class), if sufficient
resources are not available to provide the specified data rate, such a
user would not be served. In the performed simulations we observed
that fewer fixed users are being served as the offered load increases.

= These results depend on the scheduling algorithm available in the tool
used for analysis, and on the priorities provided for the various types
of data. In these simulations the highest priority was provided to
sensor data (i.e., from fixed users). Pre-emption was not available as
an option in the tool, and therefore was not used for our analysis.

o Increasing the number of frequency channels reduces the co-channel
interference.

= Throughput also increases, and more users are served. Within a given
configuration of fixed and mobile users, we observed that the number
of served mobile users increased as the throughput increased. This is
because mobile users can use variable data rates and therefore more
easily take advantage of network resources becoming available.

o To further increase throughput, additional BSs and/or the use of multiple
frequency channels at specific BS sectors would be needed.

» The use of separate frequency channels for fixed users was also analyzed.

o Sufficient network resources were available to serve all fixed users in the
analyzed scenario in which 3 frequency channels were provided for their use.
Additional fixed users and/or applications could also be supported.

o To provide sufficient throughput for the mobile users, additional BS sectors
and/or the use of multiple frequency channels at the same BS sectors would
still be needed.

» Initial tradeoffs for using separate frequency channels for fixed usezsalso been
identified.

o0 Better network planning for fixed user data traffic could be achieved by taking
into account specific requirements that such applications may have, and by
optimizing the BS locations and orientations that serve such users.

o0 However, the network architecture could be more complex for such a scenario
configuration with separate frequency channels for different user types.

* The use of pre-emption for data traffic scheduling should also be investigated as an
option for specific types of user data, in addition to or instead of the use of separate
frequency channels.
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5 Link Performance Modeling and Simulations for AeroMACS

AeroMACS link performance modeling and simulations are the focus of this seciibare
highlighted in orange in Figure 5-1. This figure illustrates the techarclyses for AeroMACS
networks documented in this report. As a potential future activity, findings froimkhayer
simulations will be included as inputs in developing additional scenario analygegotential
future activity is shown in green in the figure, and described in Section 6.2.

Inputs from:
AeroMACS Profile |
AeroMACS SARP Co-channel Net:/\;ork
ero S Interference Refine
Performance
Develop (ccu .
AeroMACS . Develop |:> Simulations Assumptions
ITUR 4 Analysis AeroMACS & Develop
Recommendations Scenarios for Scenarios for Additional
Theoretical Adjacent Simulations Link Layer Scenarios
Analyses Channel [j> Simulations
AeroMACS MOPS Interference
(ACI)
Analysis
IEEE 802.16-2009
Standard Future Steps

Figure 5-1. Focus of this Section: Link Layer Simulations

Previous modeling activities regarding link performance, described in [22, 24], proveteobit

rate (BER) simulation results with BER values as low & Meanwhile, the AeroMACS

Profile document, developed by RTCA SC-223, was approved in December 2013 [4]. It includes
a wide array of potential AeroMACS applications. While specific requiresrfensuch

applications are still being developed, we have expanded the range of our BERiemresults

to include values below T0This is because some of these applications (e.g., sensor data
transmissions, video transmissions) may require lower BER values.

This modeling and simulation activity uses the framework developed in [21, 22, 24], and
expands the link performance simulation model by incorporating additional tresrsamidl

receiver block components. These components are described in [8] and have also beeh include
in the AeroMACS Profile. In addition, the simulations performed as part of tingtyabiave

been expanded to include BER values as low &s 10

5.1 AeroMACS Link Performance Modeling

The radio frequency link components that need to be modeled in order to simulate the end-to-end
performance through the radio mobile channel for the AeroMACS systetmeacertvolutional

encoder, interleaver, symbol mapping, channel, symbol unmapping, deinterleaver, gid Vite
decoder. The end-to-end performance simulation of the wireless tramsmieguires models for

all these components, which are depicted in Figure 5-2. These components repeaset t

blocks needed to mitigate the radio propagation impairments in order to receiatiytine

transmitted information bits. An important contributor to these propagation impagise

multipath. The channel model developed for this activity characterizes ihtdetaultipath

effects that could be encountered in the airport environment.
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Figure 5-2. General Channel Performance Modeling Block Diagram

We develop the channel model in Section 5.1.1 and describe the rest of the component in
Sections 5.1.2 t0 5.1.6.

5.1.1 Channel Model
The channel model is described for single input single output (SISO) and MIM@riesein
Section 5.1.1.1 and Section 5.1.1.2, respectively.
5.1.1.1 SISO Channel
Multipath channels are characterized using tapped delay line models with miesithal
amplitude response over a sparivbfaps:

ht,7)=h{)o(r -7,)+h,0)o(r -7,)+...+h, (t)o(r -7, ) (5-1)

Here,t indicates the time variable and captures the time variability of the immsisense of

each multipath component, with fading modeled typically as Rayleigh or Riciam,dlidates

the delay associated with each multipath component. Empirical multipath chaensfiea
specified using number of tapsand the relative average power and delay associated with each
tap.

5.1.1.1.1 Time-Domain Model

Let {xi}denote the set of samples at the input to the channel{w}nctjenote the samples at the

output of the channel related {Ei}. The channel impact on the symbol waveform can be
described using equation (5-1) as follows:

Yi = i i 4 iUy Xi—nSim{i - n}
=g T

(5-2)
where:

T, is the input sample period to the channel.

{w}, where, 1< k<M, is the set of path delayd. is the total number of paths in the
multipath fading channel.

{z}, where, 1<k<M, is a set of “persistence coefficients” that account for the
propagation paths, at discrete tim8ection A.2 of [21] explains step by step how to
generate the sets of the “persistence coefficients”.
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{ui}, where, 1<k <M, is the set of complex path gains of the multipath fadingraian
at discrete time. These path gains are uncorrelated with each othero8&c8 of [21]
explains step by step how to generate the sets of thdeopgih gains.
Considering the sampling timg, =1/ (2Af ) whereAf represents the subcarrier bandwidth of
10.94 kHz, equation (5-2) becomes:

Yi = i i Z U X, SIN27, AF 1]
P (5-3)

Since2r, Af L O for any 1<k < M, then equation (5-3) becomes simply:

(5-4)
Since{uk,i}, where 1< k<M, is a set of Gaussian complex variables, based on eq(@®n

we can observe that the NLOS-S airport channel model isi@aR-hannel with th&y ossfactor
given by the following expression:

vy

D
Pon,l (Tl - Vlz) + Z I:)on,nTn
n=2

(5-5)

KLoss =

wherev,? is the power of the continuous component of the first NISO$wannel tap and is the
number of multipath components? can be determined with the following expression:

T,K
1+K

2
1

(5-6)

v

whereK is the Rician factor of the first component imelar scale. Furthermore, sirfeg 1= 1,
we can write the following expression #K.o0ss

K

Kioss = M (5-7)
l+ (K +1)z Pon,n (Tn /Tl)
n=2
which emphasizes that
Kyosss K. (5-8)

5.1.1.1.2 Non Line-of-Sight Specular Model

Table 5-1 provides the parameters for the 5-MHzédth channel model of NLOS-S region of
a typical large airport. The table contains thedalay:,, tap powefT,, and the probability of
being in “on” state for the “persistence coeffitg@rcorresponding to each tap as defined in [24].
The first tap has a Rician distribution with K 3B (or 8.51 in linear scale), and the remaining
taps have a Rayleigh distribution (Ks éB). In the Tap Power column, the values aredase
on a total power that has been normalized to &y
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Table5-1. 5 MHz Channd Parametersfor NLOS-SArea

Steady State
Tap Index Tap Delay Tap Power | propability for
(n) [ns], T, o State 1, Ponpn

1 0 0.9503 1.000

2 200 0.0356 0.6941

3 400 0.0142 0.5196

Detailed channel-model simulation procedures arergin [21]. The term Airport Network and
Location Equipment (ANLE) was used to describewvtireless broadband networks for the
airport surface environment in [21]. Therefore, titvens ANLE and AeroMACS can be used
interchangeably.

Equation (5-7) and the values from Table 5-1 aszlus characterize the multipath channel
model for AeroMACS in a large airport with propagatcharacterized by a significant specular
first-arriving component (i.e., a NLOS-S chann&he obtained model for a channel bandwidth
of 5 MHz (i.e., the AeroMACS channel bandwidth§lescribed as a Rician channel wiifa oss
=6.4423.

5.1.1.2 MIMO Multipath Channel

MIMO techniques based on using multiple antennaiseatransmitter and/or receiver locations
can provide spatial diversity and multiplexing g&iMO has been incorporated as an option in
the IEEE 802.16-2009 standard for broadband maebiieless access. From the MIMO schemes
described in the standard, the AeroMACS Profiledpezified one technique as an interoperable
MIMO option for use on the downlink (i.e., forwadk).

This MIMO technique, referred to as Matrix A, isskd on the space-time coding (STC)
proposed by Alamouti for transmit diversity [23]provides perfect second-order diversity
when used with a single receive antenna and fardbr diversity when used with two antennas
at the receiver. Matrix A transmits two symbolsngsiwo time slots and two transmit antennas.

In the subsequent subsection, a detailed desgaripfidlamouti’'s STC technique is provided as
well as of the simulation model and numerical rssul

The multipath between each pair of transmit andivecantennae is modeled also as a tap-delay
line such that the received signal atifAeeceive antenna can thus be written as:

N L
f (t) = Zz h (t)Xk (t Ty ) tZ (t) , (5-9)

k=1 1=1
wherek is the transmit antenna inded,is the total number of transmit antennqg) is the
signal transmitted from thé" antenna at time andz(t) is the other-cell interference.
Additionally, | is the multipath indexq  is the delay of thé" path — relative to the first arriving
path — from th&" antenna, antly is the total number of multipath components as $een k™
antenna.

Because the spacing between the various antermamie at the transmitter and the receiver are
on the order of a few wavelengths, in a wirelesadel with a finite number of scatterers the
fading waveforms across the antenna elements pextad to be correlated. In order to
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incorporate the correlation effects, we first gatethe MIMO multipath channel between the
various pairs of transmit and receive antennaspiad@ently, without correlation. Then
correlation is added, using coloring matri€e®ndQ; for transmit and receive ends,
respectively:

H, (t) =QH |' (t)QtH
QQ" =R (5-10)
QQ" =R

whereH;(t) andH’(t) are the correlated and uncorrelated MIMO chanragtimfor thelth path,
respectively, at timeé The spatial-correlation matricBsandR, capture the correlation between
the channel across the various transmit and reegitennas.

The coloring matrice®; andQ; can be obtained by Cholevski factorization of¢beelation
matricesR; andR,, respectively.
5.1.1.2.1 Alamouti’s STC 2x2

Alamouti’'s STC scheme is depicted in Figure 5-3jasoted as MIMO Matrix A in [4, 8], and is
applied subcarrier by subcarrier in OFDMA-basedesys. This scheme uses two transmit
antennas and two receive antenna, which consisitg ifollowing three functions:

* The transmission of information symbols

» The receive combining scheme

» The maximum likelihood decision rule
The Transmission of I nformation Symbols

Matrix A transmits two symbols using two time slated two transmit antennas, which are
illustrated in Figure 5-3. Suppose tligf S+1) represents a group of two consecutive symbols in
the input data stream to be transmitted. Durinigsa$ymbol period;, transmit (Tx) antenna 1
transmits symbad, and Tx antenna 2 transmits symbiol. Next, during the second symbol
periodt,, Tx antenna 1 transmits symbeakr and Tx antenna 2 transmits symgal

x1 Rx1

~V ANrd ~
S __,-\;1@ S
S +1 h 3: (13eje3 s +1
- Tx ™ Réz7 Rx =
N7 h 2: (0 2ej92
o h,=a,el® @__

Figure 5-3. Two-branch Transmit Diversity with Two Receivers

The following matrix defines the transmission fotméth the row index indicating antenna
number and column index indicating OFDMA symboldim
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A{ 5 -S*ﬂ} (5-11)
S

The Receive Combining Scheme

Let h; andh, denote the channel impulse responses for thedicgiving antenna Rxrom Txg
and Tx, respectively. Similarly, for the second receinéeana R, leths andh, designate the
channel impulse responses from, &xd Tx, respectively. These notations for the channel
impulse responses of the MIMO techniques are st in Figure 5-3. The received signal
samples corresponding to symbol peripdsdti.; can be respectively written as:

= hS,*+ hzs|+1*+ N,
r, =-hs, +hs +n,,
r; = hs +hs,, +n,,
Ny = _QS'.*ﬂ + h451* +n,.

where the\'s are independent samples of additive Gaussiaserwving the same spectral
densityNo.

(5-12)

This MIMO scheme does not give any spatial mulkijsig gain; but it has®order diversity,
which can be fully recovered by the receiver. Sigiga and s, are used to estimate the
transmitted symbols; ands, by applying the maximum likelihood decision rulealissed in the
next subsection. These signals are expressed@asgol

§ =hin +hyr; +hir +hr = (o 40" +al +alls + R+ R+ b

§, =hyr,—hr, +hir, —hyr, =(af +aj +a; +a;)s,, —hn, +hyn - hn, +h,n,.

(5-13)

These equations show that the receiver fully rexotree fourth-order diversity of the 2x2
system. In other words, Alamouti’'s STC achievesmiaaimum diversity with a simple
transmitter structure, but it does not give anytispenultiplexing gain. Indeed, if we define the

rate as the number of symbols transmitted per aatase, this MIMO scheme leads to a
transmission rate of 1/2.

The Maximum Likelihood Decision Rule

The combined signal§, ands,, obtained using equation (5-3), are sent to themam

likelihood detector to estimate the two symislands,, that are most likely to be the actual
transmissions of the two consecutive symliso#nds.;, respectively. The algorithm of the

maximum likelihood detector is:
find s, such thai |s, P +d2(3,s,)< Als, | +d*(8,s,).0q#k 510
finds, such thai [s, [ +d2(3,,s,)< Als, [P +d2(5,.s,).0p %k,

where A =01+ a,” + a3” + as” andd’(x,y) is the Euclidean distance between the signaisdy
calculated as®(x, y)=(x - Y)(X - y).
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5.1.2 Convolutional Encoder

The mandatory channel coding schemes in AeroMA€@®ased on binary nonrecursive
convolutional coding (CC). The convolutional encodees a constituent encoder with a
constraint length 7 and a native code rate 1/2¢chvisi shown in Figure 5-4. In order to achieve
code rates higher than 1/2, the output of the ezrasdounctured, using the puncturing pattern
shown in Table 5-2.

Y
Figure 5-4. Convolutional Encoder in AeroMACS

Table 5-2. Puncturing for Convolutional Codes

Code Rate R=1/2 R=2/3 R=3/4 R=5/6
dfree 10 6 5 4
Output XY: | X;YiYs | XiYiYoYs X1Y1YoXaY aYs

5.1.3 Interleaver

After channel coding, the next step is interleavifige interleaver is defined by a two-step
permutation. The first ensures that coded bitsrapped onto nonadjacent subcarriers. The
second permutation insures that adjacent codedtatsnapped alternately onto less or more
significant bits of the constellation, thus avogliong runs of low-reliability bits.

Let Nepc be the number of coded bits per subcarrier,a,e4, or 6 for QPSK, 16-QAM, or 64-
QAM, respectively. Les = N;pd2. Within a block ofNcypsbits at transmission, l&tbe the index
of the coded bit before the first permutation,be the index of that coded bit after the first and
before the second permutatipnbe the index after the second permutation (just po
modulation mapping), andibe the modulus used for the permutation.
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The first permutation is defined by Equation (5:15)

M, = (Nypps/d) [Kpoge) + floor(k/d) k=0L..Ny,-1 d=16 (5-15)
The second permutation is defined by Equation (6-16

i\, = sl floor(m, /s)+(m, + N, — floor(d [m/Ncbps))mod(s) k=01...Ny,-1 d=16 (5-16)

5.1.4 Symbol Mapping

The sequence of binary bits is converted to a semuef complex valued symbols. The
mandatory constellations are QPSK and 16-QAM, waitloptional 64-QAM constellation also
defined in standard. 64-QAM is optional on the wipli

5.1.5 Deinterleaver

The deinterleaver, which performs the inverse dperaf the interleaver, is also defined by two
permutations. Within a received blockNgyps bits, letj be the index of a received bit before the
first permutationm be the index of that bit after the first and beftite second permutation; and
let the index of that bit after the second pernatafust prior to delivering the block to the
decoder.

The first permutation is defined by Equation (5-17)

m, = st floor( j/s)+(j + floor(d [ j/Neyd)). - 9 150LNy,-1 d=16 (5-17)
The second permutation is defined by Equation (6-18
k; =dIm —(Ng—1) floor{d [m, /N, j=0L..Ny,-1 d=16 (5-18)

The first permutation in the deinterleaver is teerse of the second permutation in the
interleaver, and conversely.

5.1.6 Viterbi Decoder

Hard and soft decisions using Viterbi algorithm][2&n be used at the receiver to restore the
transmitted bits using the convolutional encoder.

5.2 AeroMACS Link Performance Simulation Results

We perform link level simulations for a variety@mbinations of digital modulation schemes
and convolutional coding techniques defined as matomg in the AeroMACS standard, to
determine the BER versus Signal-to-Noise Ratio (ppdrformance curves.

A high-data-rate sequence of symbols is split mtdtiple parallel low-data rate-sequences, each
of which is used to modulate a subcarrier. Thestratied baseband signal, which is an ensemble
of the signals in all the subcarriers, can be preed as:

= Lj Jile 2@k o<t <T, (5-19)

whered[i] is the symbol carried on th®8 subcarrierB. is the frequency separation between two
adjacent subcarriers, also referred to as subchaiewidth;4f is the frequency of the first
subcarrier; and is the symbol duration.
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We assume an interleaver size of 192, 384 and &3 6db the QPSK, 16-QAM and 64-QAM,
respectively. In subsequent sections, we providR B&formance simulation data for various
scenarios.

In hard decoding, the received codeword is selemtetthe basis of the minimum Hamming
distance from all possible codewords. In soft dezpdhe received codeword is selected on the
basis of the minimum Euclidean distance (the marinng-likelihood ratio) from all possible
codewords.

5.2.1 SISO Simulation Results

Figure 5-5 and Figure 5-6 illustrate the BER velSN&R performance curves for the modulation
and encoding schemes over the Additive White Gandsbise (AWGN) channel, for soft
decoding and hard decoding, respectively.

0
10

QPSK, R=1/2
—+-8ISO: OPSK, R=3/4 ||
— = -SIS0: 16QAM, R=1/2 §
| —=—-SISO: 16QAM, R=3/4 §
| =+ --SIS0O: 64QAM, R=1/2 (|
4 SIS0;: 64QAM, R=2/3 &
64QAM, R=3/4 [

& 10

un]

10

10
T

10 booddipgis i iiriliiiiiiiimiiiiiiiiiiiiiniiniiniiiiiiiiiiiipiin
0 10 20 30 40 50 60 70

SNR

Figure 5-5. SI SO and Soft Decoding in AWGN Channel
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—~—SISO: 160AM, R=3/4 |

af —+-SISO: 640AM, R=1/2

10 & -+ SISO: 64QAM, R=2/3

: 64QAM, R=3/4 |

A 1
10 L

m

-4
10 |
AT
10 |
-6

10 Lo bbb gl b

Figure 5-6. SISO and Hard Decoding in AWGN Channel

Figure 5-7 illustrates the BER performance curee$fMHz NLOS-S Airport Channel with
convolutional coding and soft decoding. Examinimguie 5-7, we can observe that the three
curves have almost identical slopes.

Figure 5-8 illustrates the BER performance cureebfMHz NLOS-S Airport Channel with
convolutional coding and hard decoding. We can vestnat the three curves corresponding to
the convolutional code rate R = 1/2 have idenstgbes and that for each modulation the slopes
of BER curves are reduced with higher code ratesa Pesult there is a crossover point between
the curves corresponding to 16-QAM R = 1/2 and QRRSK3/4, and the former gives better
BER results at SNR values higher than 14.5 dB.sSemee observation holds for 64-QAM

R =1/2 and 16-QAM R = 3/4, where the crossovenipgilocated at about 17 dB.
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Figure5-8. SISO and Hard Decoding in 5 MHz NLOS-S Airport Channel

5.2.2 MIMO Matrix A 2x2 Simulation Results

Figure 5-9 illustrates the BER vs. SNR performatuo@es for the modulation and encoding
schemes over an AWGN channel with MIMO Matrix A 2x2d soft decoding.
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Figure5-9. Matrix A and Soft Decodingin AWGN Channel

Figure 5-10 illustrates the BER vs. SNR performana®es for the modulation and encoding
schemes over an AWGN channel with MIMO Matrix A 2x2d hard decoding.
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Figure5-10. Matrix A and Hard Decoding in AWGN Channel

Figure 5-11 and Figure 5-12 depict the simulatesults of BER performance for Matrix A
(2x2) scheme over the NLOS-S airport channel withBW of 5 MHz, corresponding to soft
and hard decoding, respectively.

For MIMO Matrix A with soft decoding performs abaidB better than with hard decoding.

5-12



- &A1 2¢2, QPSK, R=1/2
i | —e—A: 2x2, QPSK, R=3/4
10 ey © — &A1 2x2, 16QAM, R=1/2
d A —&-AI2x2, 160AM, R=3/4
s =&AL 2x2, 64QAM, R=1/2
@ AL 2%2, 64QAM, R=2/3

3k : .

BER
S

SNR
Figure5-11. Matrix A and Soft Decodingin 5MHz NLOS-S Airport Channel
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Figure5-12. Matrix A and Hard Decodingin 5MHz NLOS-S Airport Channel

5.2.3 MIMO Matrix A 2x2 Gains

We can now determine the performance gains thabeathieved with the Matrix A scheme
included in the AeroMACS Profile as the differefedween the BER performance results
presented in Figure 5-13 corresponding to the 5 MH®@S-S channel bandwidth using soft
decoding. These differences are illustrated irfithee indicating the reduction that can be
achieved in the transmit power. Therefore, thesfpraance gains, also called diversity gains,
are obtained as the difference between the req8iNgi's for SISO and Matrix A systems to
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achieve similar BER results. Figure 5-13 showddikersity gains of the Alamouti’'s STC
systems versus BER over the range of t010%

Results in Figure 5-13 shows that the MIMO divgrgiin for BER of 1§ is within the range of
26 dB to 28 dB for the mandatory AeroMACS modulasi@and coding schemes.

Ll —e-Ar 2x2, QPSK, R=1/2
—-&—A: 2x2, QPSK, R=3/4
— & A0 2%2, 16QAM, R=172 ||
—&—A: 2x2, 16QAM, R=3/4
—&-A: 2x2, 640AM, R=1/2 |
cOAr 2%2, 64QAM, R=2/3
, 64QAM, R=3/4 ||

Diversity Gain [dB]

BER
Figure 5-13. Diversity Gainsfor Soft Decoding in NLOS-S Airport Channel

Figure 5-14 shows the diversity gains of the Alati®$TC systems for BER of 0s within
the range of 5 dB to 14 dB for the mandatory matlutaand coding schemes.
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Figure 5-14. Diversity Gainsfor Hard Decoding in NLOS-S Airport Channel
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5.3 Summary of Link Performance Analysis

In Section 5.1 we developed tap delay line chamalels for the airport environment,
considering SISO and MIMO configurations. We alssatibed the main transmitter and
receiver blocks that are used to mitigate the impamultipath on link performance.

In Section 5.2 we presented AeroMACS link layerfgrenance simulation results obtained with
the developed models. Simulation results were siowall modulation and coding schemes
specified for AeroMACS networks, and for SISO antM® implementations. Simulations
were also performed using hard and soft Viterbbdewy. Our link level performance
simulations reveal that hard decoding outperforafisdecoding for the SISO channel. However,
for the MIMO channel, soft decoding performs bettem hard decoding.

The overall simulation results indicate that the asMIMO, which is optional in AeroMACS,
improves the link performance. In particular, MIMGe is especially beneficial for AeroMACS
applications that may require low BER values (esgnsor data transmissions and video
transmissions).

The developed models presented in this sectiogatelithat additional multipath impacts in the
airport environment should be explored by also ictamgig Weibull short-term fading
distributions. The need for this continuing effisralso mentioned in Section 6.2.
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6 Summary and Potential Areas of Future Work

6.1 Summary

In Section 2 of this report we described the techinnputs that we have provided for the
development of a strategy for the implementatioA@oMACS. These inputs are in the areas of
AeroMACS spectrum, standardization, and networkueian.

* Inthe area of AeroMACS spectrum, we describedspeetrum allocation process for
AeroMACS in the United States that incorporatehdTIA and FCC activities with
respect to frequency allocations for federal ana-fealeral AeroMACS users.

* Inthe area of AeroMACS standardization, we desttithe standardization process and
the activities in RTCA, EUROCAE, and the approveduinents: the AeroMACS
Profile and the AeroMACS MOPS. We also discussedtigoing activities in ICAO for
the development of the SARPs.

* Inthe area of network evolution, we provided irgpditiring team discussions on
AeroMACS strategy development. These inputs arardagg the need to accommodate a
gradual network evolution for AeroMACS networks.

In Section 3 we identified NextGen Operational loyaments that AeroMACS could
potentially support, and in Appendix A we descrilesv AeroMACS could be used in the
implementation of such improvements.

* Twelve (12) Ols that AeroMACS could potentially papt have been identified in the
areas related to: Surface Situational Awarenes$a&uTraffic Management,
Collaborative ATM, Reduce Weather Impact, and Ti@mns Facilities. The main
portfolios identified for these Ols are: Improvearface Operations, NAS Infrastructure,
and On-Demand NAS Information.

In Section 4 we documented our analyses of AeroMAGSarios in an airport environment.
We performed theoretical co-channel and adjaceatod#l interference analyses, and obtained
upper bounds on co-channel and adjacent-channalagam distances for analyzed scenarios.

* We identified tradeoffs in terms of BS coveragesusrinterference-to-noise ratio (I/N)
values.

* We also analyzed the impact of using specific Hi$hold values in terms of co-channel
and adjacent-channel separation distances.

» We noted that the use of I/N would need more spégifand that a metric more
commonly used in designing terrestrial wirelessvoeks is carrier-to-interference-and-
noise ratio (CINR). We then illustrated the us€tfIR as part of the framework
described next.

In Section 4 we also presented the framework deeeldo analyze AeroMACS network
performance. We applied the framework and perforsieailations to evaluate the impact of
various channelization schemes on AeroMACS netwerkormance. Ten different scenarios
were analyzed. Network performance studies andtdzfac simulations were performed and
discussed. Findings from these analyses include:
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AeroMACS frequency planning at a given airport reetedtake into account the specific
airport configuration by using digitized buildingkitter information for that airport.

It is important to identify the quality of servicequirements for the applications that the
network needs to support, in order to select tipegpiate QoS classes to meet these
requirements.

A framework for network performance simulations A@roMACS was developed and
applied to analyze scenarios with various chanattim schemes. In these scenarios we
used the same set of 14 BS sectors, and one fregiakannel at each BS sector. For
these scenarios we observed the following:

0 As the data rate needed to be supported by theorletacreases (i.e., the offered
load increases), the network becomes congesteslimipacts the network
performance for both fixed and mobile users.

o Increasing the number of frequency channels redibeeso-channel interference.
Throughput also increased, and more users werederv

o To increase throughput further, additional BSs antiife use of multiple
frequency channels at specific BS sectors woulddagled.

The use of separate frequency channels for fixetsugas also analyzed with the
developed framework. Results indicated that sfithetwork resources were available
to serve all fixed users in the analyzed scenaitio 8vfrequency channels provided for
their use.

Initial tradeoffs for using separate frequency ctes for fixed users have also been
identified. Better network planning could be aclei@vor fixed users’ data traffic, but the
network architecture could also be more complextmh a scenario configuration.

The use of pre-emption for data traffic scheduhguld also be investigated as an
option for specific types of user data, in additiorthe use of separate frequency
channels.

In Section 5 we document our analyses on AeroMAQISderformance. This effort provides
propagation channel models in the airport enviramtraed simulates the AeroMACS link layer
performance. Simulation results are shown for @tlolation and coding schemes specified for
AeroMACS networks, and for the implementations veittd without MIMO. Simulation results
indicate that the use of MIMO, which is optionalARroMACS, would improve the AeroMACS
link performance. MIMO use would be especially Wema for AeroMACS applications that
may require low BER values (e.g., sensor datatnegssons and video transmissions).

6.2 Potential Areas of Future Work

In the area of AeroMACS CONOPS development, thiedohg potential future activities have
been identified:

Develop an incremental set of applications for AAALS.

— An important activity in this area is to obtainkstholders inputs in prioritizing
the application set.

Develop use cases for AeroMACS.
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= Obtain and/or derive technical characteristicsatéptial applications for AeroMACS in
terms of their required data rates, latencies,caradity of service characteristics.

— An important activity in this area is to obtainkstholders inputs regarding
operational uses and requirements for the idedtdgplications.

In the area of spectrum planning for AeroMACS thikofving potential future activities have
been identified:

= Refine the developed framework for analyzing AeraBB\network performance.

— Follow-on activities in this area include incorpiimg the AeroMACS link
performance simulation results and using an insdlof applications.

— Assess BER performance results, considering Wejibatiesses, to further
understand how to mitigate short-term fading effeéctiarge and medium airport
radio environments.

= Assess architectural considerations for networhiuplay.
= Apply the framework presented in this report tolgraspecific use-case scenarios.
= Use scenario analysis results for the developmieafrequency planning methodology.

— Follow-on activities will use the framework presashin this report, current
results, and findings from the analysis of netwgldnning tools described in
[26].
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Appendix A Description of NextGen Operational Improvements
That AeroMACS Could Support

This appendix provides a brief description of thpeftional Improvements that AeroMACS
could support. These Ols have been presented ile Baband are shown below grouped by
Solution Set, as described in the NAS EA portal.

Olsrelated to Solution Set: Increase Flexibility in the Terminal Environment
Improved Runway Safety Situational Awarenessfor Controllers

This OI (103207) describes the expansion of grdoamkd runway surveillance technologies,
low-cost surveillance, improved runway markings] gaxi conformance monitoring capabilities
to additional airports. The surveillance and mamiig systems to be deployed could include
sensors using wireless communications links. Aer@8Acould be used as this wireless link to
relay surveillance and monitoring data from senimrated on the airport surface to a central
location in the airport for processing.

Improved Runway Safety Situational Awarenessfor Pilots

This OI (103208) describes the introduction of asimg-map display available to pilots that
includes ownship position. The positions of othesraft and surface vehicles may also be
included. If ground sensors are used to relay sarfarveillance information for processing to a
central location, AeroMACS could be used to trannsuch sensor data.

The moving-map display will improve the pilots’ awaess of their positions on the airport
surface. AeroMACS could be also be used as a w8sdiek to relay other aircraft and surface
vehicle positions to the aircraft, if needed. Da&tguired by additional functionality can also be
relayed.

Provide Surface Situation to Pilots, Service Providersand Vehicle Operatorsfor Near-
Zero-Visibility Surface Operations

This OI (102409) describes the display of aircaaitl surface vehicle positions in aircraft,
surface vehicles, and air navigation service prergdThe purpose is to increase situational
awareness in restricted visibility conditions. Aaft and surface vehicle data may need to be
transmitted from sensors on the airport surfacedentral location for processing. A wireless
link would be needed, and AeroMACS could be usedt@ich transmissions.

The aggregate data would also need to be transitittihe display systems located on the
aircraft and surface vehicles. AeroMACS could dsaused for this purpose if needed.

Provide Full Surface Situation I nformation

This Ol (102406) describes the automated broadéasicraft and vehicle positions to ground
and other aircraft sensors to provide a digitgbldig of the airport environment. Aircraft and
ground vehicles would require a wireless link todsposition data to stationary ground systems.
AeroMACS could be used as the wireless systemlay tbe aircraft and ground vehicle
positions to the automation systems.

Low Visibility Surface Operations

This OI (107202) describes the movement of air@att surface vehicles on airport grounds in
low visibility conditions. The vehicles are guided accurate location information and moving-
map displays. Location information of aircraft arehicles on the airport surface can be sent to
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display systems via AeroMACS. Optional new surfaased surveillance systems could send
location information to displays via AeroMACS.

Expanded Radar-like Servicesto Secondary Airports

This OI (102138) describes the expansion of ratardervices to secondary airports in order to
increase capacity. This includes the disseminatfcurface traffic information at select non-
towered satellite airports. AeroMACS could be usetklay surface traffic information at select
non-towered satellite airports if new surface senseed to be deployed.

Olsrelated to Solution Set: Increase Arrivals/Departures at High Density Airports
Initial Surface Traffic Management

This OI (104209) describes operations to sequeaparting aircraft to maintain throughput.
AeroMACS could be used to relay surface movemeamaedata to automation systems.

Full Surface Traffic Management with Conformance Monitoring

This Ol (104206) describes the implementation gfrowed surveillance, automation, on-board
displays, and data link of taxi instructions torgase the efficiency and safety of surface traffic
management. Aircraft and surface vehicles prowdé-time surface traffic information.
AeroMACS could be used to relay surface traffiomfation from improved surveillance
systems, aircraft, and ground vehicles to automatystems.

Olsrelated to Solution Set: Transform Facilities
Remotely Staffed Tower Services

This OI (102155) describes a capability to provideM services at designated airports without
constructing, equipping, and sustaining tower fied. Controllers would provide separation,
sequencing, and spacing services by using displagslecision support tools that derive surface
surveillance data from systems located at the dagg airports. To implement this capability,
additional surface surveillance sensors may beetkatithe designated airports. AeroMACS
could be used to relay information from these sigrfsurveillance systems and other airport
sensors to decision support tools.

Automated Virtual Towers

This OI (102156) describes a capability to incraasethroughput at low- and moderate-demand
airports (when the tower is non-operational) and-twavered airports. Ground and air
surveillance systems will be utilized as well adiadnal automation and modes of
communications. Any additional automation, suregitle, or communications systems that
require wireless communications links could useoMCS to relay data.

Olsrelated to Solution Set: Reduce Weather | mpact
Full Improved Weather Information and Dissemination

This Ol (103121) describes a capability to assimi@eather information into operational
decision-making. Necessary weather information b&§pushed” to entities, including
aircrews, if a change in weather may impact opanatiAeroMACS could be used to transmit
weather information that is "pushed" to aircrewat ére on the airport surface.

Olsrelated to Solution Set: | mprove Collaborative ATM
On-Demand NAS Information
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This Ol (103305) describes the capability to preiMAS and aeronautical information to users
on demand. Information is collected from groundesys and airborne users, aggregated, and

provided to users. AeroMACS could be used to digsat® on-demand NAS information to
aircraft and other users on the airport surface.
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Appendix B Additional Information on Analyses of AeroMACS
Scenarios

B.1 Additional Interference Rejection Information

We presented, in Section 4.1.1, the FDR valueve@ion the basis of the definitions and
measurement method described in the IEEE 802.18-3@hdard, and using rejection values
presented in Section 4.1.1 from the draft SARP8f#R=10°. The derived FDR value for the
first adjacent channel is 27 dB, and the FDR fergbcond adjacent channel and beyond is 46
dB.

In this appendix we use the AeroMACS emission njdkkand the FDR values discussed above,
to derive an example of an AeroMACS receiver selggtimask that would meet these FDR
values.

The mask specified in [4] for AeroMACS transmittesshe emission mask identified in the FCC
Code of Federal Regulations (CFR) 47 Part 90.2 nsission Mask M [27]. Details of the
emission mask are shown in Table B-1, derived fttoenFCC specification.

Table B-1: Description of Spectral Emission Mask M for a 5-MHz Channel Bandwidth

Frequency displacement from Attenuation below carrier, X;(Af) [dBc]
carrier, Af
0 — 2.25 MHz X,(@af)=0
2.25 - 2.5 MHz
X, (af) =568log ———
2.5-2.75 MHz X () 26+145|og( j
2.75-5.0 MH
z X, (0f ) =32+ 31Iog( = ]
275
5.0 — 7.5 MHz
X,(Af)=40+57lo a
50
More than 7.0 MHz X,(f ) = 500r55+10log P(W)

(whicheverislessettenuatio)

Figure B-1 shows the graphical representation adrarssion mask for systems with a 5-MHz
channel bandwidth. Since this is the specified nehbhandwidth for AeroMACS, this figure
shows the emission mask for AeroMACS transmitters.
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FCC CFR 47 Part 90.210 Mask M; Tx Spectral Emission Mask for 5 MHz Channels

T T

0 T T

10+

=20+

X(af) [dBc]

-15 -10
AlD) [MHz]

Figure B-1. Spectral Emission Mask for AeroMACS Transmitters
The FDR (in dB) is described in [28] as follows:

j S( f )df
= (B-1)

FDR(Af) = 10 log—
[S(E)H(F +af)|* of

where:
() is the interfering transmitter power spectralsign

H(f) is the frequency-dependent receiver response
Af is the difference between the transmitter andivecéequencies

Using equation (B-1) and the transmitter power spedensity mask shown in Figure B-1, an
example of an AeroMACS receiver selectivity masghswn in Figure B-2. This mask meets
the derived FDR values described at the beginninigi® section and also shown in Table 4-2.
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Figure B-2. Example of AeroM ACS Receiver Selectivity Mask

B.2 BS Antenna Pattern

The base station maximum antenna gain is 14.5adBiescribed in Table 4-3. Three 120°
sectors are assumed at each base station. Eachls#ztan antenna with a pattern in the
horizontal plane (azimuth) as shown in Figure B43e sectoral pattern is based on
Recommendation ITU-R 1336-3 [16] and has a 3-dBrivadth in the horizontal plane of 120°.

ITU Ref. Pattern for a 14.5 dBi Sectoral Antenna

T T T T T T T T T T

15
10}

Antenna Gain (dBi)

20 //1 i i i i i i 1 i
-180  -150 -120  -90 -60 -30 0 30 60 90
Azimuth angle (degrees)

Figure B-3. Azimuth Pattern for a Sectoral Antenna with Gna=14.5 dBi.
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B.3 Additional Network Performance Studies for Sensors

In Section 4.3.3.1, we presented FL CINR resultgHe various channelization configurations
and aircraft users. In this appendix, we deschieeRL CINR results for sensors.

Figure B-4 shows a channelization configuratiorhv@tfrequency channels. It is the same
configuration presented in Figure 4-13, and itheven here for completeness. These 3 frequency
channels are reused among the 5 BSs, and one fi@gakannel is used at each BS sector.
Figure B-5 shows the FL CINR results for sensotf wiis channelization configuration. This
configuration is used for Scenarios 1 — 3 in Tabke

Figure B-4. Frequency Plan with 3 Channels
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Figure B-5. FL CINR Resultsfor Sensorsand a 3-Channel Configuration

Figure B-6 shows a channelization configuratiorhwitfrequency channels being reused among
the 5 BSs. It is the same configuration as showfigare 4-17, and it is presented here for
completeness. As shown in the figure, one frequeheynel is used at each BS sector. Figure
B-7 shows the FL CINR results for sensor users it channelization configuration. This
configuration is used for Scenarios 4 — 6 in Tabke
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Figure B-6. Frequency Plan with 7 Channels

FigureB-7. FL CINR Resultsfor Sensorsand a 7-Channel Configuration
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Comparing the results from Figure B-7 with the tessivom Figure B-5, it can be seen that better
CINR results are obtained using a configuratiorhwifrequency channels than one with 3
frequency channels. In a 7-channel configuratiamhehannel is used only twice in the airport,
versus a channel being reused 4 or 5 times in-tt@Bnel configuration. Lower co-channel
interference (and also lower adjacent channelfertemce) on the FL generates better CINR
results for the 7-channel configuration.

Figure B-8 shows a channelization configuratiorhviit frequency channels being reused
among the 5 BSs. It is the same configuration as/shn Figure 4-19, but is presented here for
completeness. As shown in the figure, one frequeheynel is used at each BS sector. Figure
B-9 shows the FL CINR results for sensors with dhiannelization configuration. This
configuration is used for Scenarios 7 — 9 in Table
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Figure B-8. Frequency Plan with 11 Channels

Figure B-9. FL CINR Resultsfor Sensorsand an 11-Channel Configuration



Comparing the results from Figure B-9 with the tissintom Figure B-7, it can be seen that
slightly better CINR results are obtained usingafiguration with 11 frequency channels than
one with 7 frequency channels. In an 11-channdigaration some of the channels are used
twice and some are used only once among the B8rsegtthe airport. In the 7-channel
configuration each channel is used twice. This ra¢hat (slightly) lower co-channel
interference (and also lower adjacent channelfertemce) on the FL occurs in the 11-channel
configuration, which generates slightly better CINRRults for the 11-channel configuration.
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Appendix C

Acronym
AC

ACI
AeroMACS
AMS
ANLE
AOC
ASDE-X
ASSC
ASR
ATM
ATS
AWGN
BER

BS

BW
CAASD
CC

CCl

CFR
CINR
CONOPS
DL

EA

EIRP
ErtPS
EUROCAE
EWR
FAA
FCC
FDR

FFT

List of Abbreviations

Definition

Aircraft

Adjacent Channel Interference

Aeronautical Mobile Airport Communications System
Aeronautical Mobile Service

Airport Network and Location Equipment
Airline Operations Control

Airport Surface Detection Equipment Mode X
Airport Surface Surveillance Capability
Airport Surveillance Radar

Air Traffic Management

Air Traffic Services

Additive White Gaussian Noise

Bit Error Rate

Base Station

Bandwidth

Center for Advanced Aviation System Development
Convolutional Coding

Co Channel Interference

Code of Federal Regulations
Carrier-to-Interference-and-Noise Ratio
Concept of Operations

Downlink

Enterprise Architecture

Effective Isotropically Radiated Power
Extended Real Time Polling Service
European Organization for Civil Aviation Equipment
Newark Liberty International Airport

Federal Aviation Administration

Federal Communications Commission
Frequency Dependent Rejection

Fast Fourier Transform
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Acronym
FL

GHz
GPS

I/N
ICAO
|EEE
ITU
ITU-R
LOS
MHz
MIMO
MO
MOPS
MTR
N/A
NAS
NextGen
NGIP
NLOS
NLOS-S
NTIA
OFDM
OFDMA
Ol
PUSC
QAM
QoS
QPSK
RF

RL
SARPs
SC

Definition

Forward Link

Gigahertz

Global Positioning System
Interference-to-Noise ratio

International Civil Aviation Organization
Institute of Electrical and Electronics Engineers
International Telecommunication Union

ITU Radiocommunication Sector

Line of Sight

Megahertz

Multiple Input Multiple Output

Minimum Operational

Minimum Operational Performance Standards
MITRE Technical Report

Not Applicable

National Airspace System

Next Generation Air Transportation System
NextGen Implementation Plan

Non Line of Sight

NLOS Specular

National Telecommunications and Information Adnmirgson
Orthogonal Frequency Division Multiplexing
Orthogonal Frequency Division Multiple Access
Operational Improvements

Partial Usage of Subchannels

Quadrature Amplitude Modulation

Quiality of Service

Quadrature Phase Shift Keying

Radio Frequency

Reverse Link

Standard and Recommended Practices
Special Committee
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Acronym Definition

SINR Signal-to-Interference-and-Noise Ratio
SISO Single Input Single Output

SNR Signal to Noise Ratio

STC Space Time Coding

SU Subscriber Unit

TDD Time Division Duplex

u.sS United States

UGS Unsolicited Grant Service

UL Uplink

WG Working Group

WRC World Radiocommunication Conference
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Disclaimer

The contents of this material reflect the viewshaf author and/or the Director of the Center for
Advanced Aviation System Development (CAASD), anchdt necessarily reflect the views of
the Federal Aviation Administration (FAA) or the @@tment of Transportation (DOT). Neither
the FAA nor the DOT makes any warranty or guargraepromise, expressed or implied,
concerning the content or accuracy of the viewsesged herein.

This is the copyright work of The MITRE Corporatiand was produced for the U.S.
Government under Contract Number DTFAWA-10-C-00884 is subject to Federal Aviation
Administration Acquisition Management System ClaB4£e13, Rights in Data-General, Alt. 11|
and Alt. IV (Oct. 1996). No other use other thaat thranted to the U.S. Government, or to those
acting on behalf of the U.S. Government, under @atise is authorized without the express
written permission of The MITRE Corporation. Forther information, please contact The
MITRE Corporation, Contract Office, 7515 Colshirev@, McLean, VA 22102 (703) 983-6000.

©2014 The MITRE Corporation. The Government retaimonexclusive, royalty-free right to
publish or reproduce this document, or to alloweashto do so, for “Government Purposes
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